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Abstract

Over the course of the first few months of life, our brains accomplish a remarkable feat. They are able to interpret complex visual

images so that instead of being just disconnected collections of colors and textures, they become meaningful sets of distinct objects.

Exactly how this is accomplished is poorly understood. We approach this problem from both experimental and computational

perspectives. On the experimental side, we have launched a new humanitarian and scientific initiative in India, called ‘Project Prakash’.

This project involves a systematic study of the development of object-perception skills in children following recovery from congenital

blindness. Here, we provide an overview of Project Prakash and also describe a specific study related to the development of face-

perception skills following sight recovery. Based in part on the results of these experiments, we then develop a computational framework

for addressing the problem of object concept discovery. Our model seeks to find repeated instances of a pattern in multiple training

images. The source of complexity lies in the non-normalized nature of the inputs: the pattern is unconstrained in terms of where it can

appear in the images, the background is complex and constitutes the overwhelming majority of the image, and the pattern can change

significantly from one training instance to another. For the purpose of demonstration, we focus on human faces as the pattern of interest,

and describe the sequence of steps through which the model is able to extract a face concept from non-normalized example images.

Additionally, we test the model’s robustness to degradations in the inputs. This is important to assess the model’s congruence with

developmental processes in human infancy, or following treatment for extended congenital blindness, when visual acuity is significantly

compromised.

r 2007 Published by Elsevier B.V.
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1. Introduction

Through experience, the brain becomes adept at parsing
complex visual scenes into distinct objects. An infant, for
example, learns that certain constellations of visual cues
correspond to her father. Later, when the relation has
solidified, the child is capable of recognizing ‘‘father’’
quickly, and from a variety of viewpoints or illumination
conditions. But how does a child, with no prior informa-
tion, identify an object of interest across a collection of
possibly ambiguous or cluttered images? Understanding
how the human visual system learns to perceive objects in
the environment is one of the fundamental challenges in
e front matter r 2007 Published by Elsevier B.V.
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neuroscience, and it is this question that motivates our
work. We do not wish to take a dogmatic stand on whether
the brain of an infant is a ‘blank slate’ or loaded with
innate knowledge. What we do wish to investigate,
however, is the computational feasibility of acquiring
object concepts without presupposing the existence of
innate representations.
The research presented in this paper comprises two

complementary components: in the first half, we describe
an experimental field study from ‘‘Project Prakash.’’ A new
humanitarian and scientific initiative launched in India,
Project Prakash involves a systematic study of the
development of object-perception skills in children follow-
ing recovery from congenital blindness. In the latter half of
the paper, we introduce a computational model for visual
object concept discovery. Through this computational
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investigation, we seek to illuminate from a different angle
the process by which humans build object models.
Constructing a machine analog of this process, however,
is a difficult computational challenge given that natural
images are often complex and contain many attributes
irrelevant to the concept that needs to be extracted. Several
issues concerning this process remain open: how much
visual experience is needed for the development of this
ability? What are the intermediate stages in the evolution of
object representations? How does the quality of early visual
input influence the development of object concepts? These
questions are of central importance for both the children
enrolled in Project Prakash and our computational system
alike. In pursuing the latter, it is our goal to determine the
nature of learning processes which individuals recovering
from blindness might plausibly use to discover visual object
concepts.

2. Project Prakash

From an experimental standpoint, there are two
dominant approaches for studying object learning: (1)
experimentation with infants and (2) experiments with
adults using novel objects. These approaches have yielded
valuable results, but their usefulness is limited by some
significant shortcomings. For instance, infant experiments
are operationally difficult and the development of object-
perception processes is confounded with the development
of other brain subsystems such as those responsible for
attention deployment and eye-movement control. Experi-
ments with adults, on the other hand, are necessarily
contaminated by the subjects’ prior visual experience, even
though the objects used as stimuli may be novel.

We have identified a unique population of children in
India that allows us to adopt a very different approach.
According to the WHO, India is home to the world’s
largest population of blind children. While the incidence of
congenital blindness in developed nations such as the USA
and UK is less than 0.3/1000 children, the incidence in
India is 0.81/1000. These rates translate to an estimated
25,000 children being born blind each year in India. Many
of these children have treatable conditions, such as
congenital cataracts or corneal opacities. However, pov-
erty, ignorance and lack of simple diagnostic tools in rural
areas deprive these children of the chance of early
treatment. Recently, in response to government initiatives
for controlling blindness, a few hospitals have launched
outreach programs to identify children in need of treatment
and perform corrective surgeries at low cost. These
initiatives are beginning to create a remarkable population
of children across a wide age-range who are just setting out
on the enterprise of learning how to see. We have launched
Project Prakash with the goal of helping children receive
treatment and then following the development of visual
skills in these unique children to gain insights into
fundamental questions regarding object concept learning
and brain plasticity.
Such a population is not available in developed countries
such as the United States. Given the extensive network of
neonatal clinics and pediatric care in these countries,
congenital cataracts are invariably treated surgically within
a few weeks after their discovery. Consequently, in the
developed world, it is rare to find an untreated case of
blindness in a child of more than a few months of age. In
India, on the other hand, many children with congenital
cataracts spend several years, or even their entire lives,
without sight. The societal support and quality of life for
blind children in India is extremely poor, leading to a life
expectancy that is 15 years shorter than that of a sighted
child. There is clearly a humanitarian need to help such
children get treatment, and a key goal of Project Prakash is
to help address this need. Furthermore, in tackling this
need, the Project is presented with a unique scientific
opportunity.
The scientific goal of Project Prakash is to study the

development of low-level visual function (such as acuity,
contrast sensitivity and motion perception), as well as
object perception following recovery from congenital
blindness. We are investigating the time-course of different
object-perception skills as assessed behaviorally, the con-
current changes in cortical organization, and also the
development of neural markers associated with object
perception. Of special interest to us is face perception,
including face localization, identification and expression
classification. Few object domains can rival the ecological
relevance of faces. Much of the human social infrastructure
is critically dependent on face-perception skills. We are
studying both the deficiencies and proficiencies of children
after onset of sight. The former allows us determine the
visual skills that are susceptible to early visual deprivation
while longitudinal studies of the latter yield insights about
how face perception develops and what the underlying
processes might be. These studies complement work on the
development of visual abilities after short durations of
congenital blindness [26]. This body of work has examined
the consequences of a few months of early childhood
blindness on visual abilities several years later. Our work
looks at the development of visual skills following more
extended durations of congenital blindness.
We call this project ‘Prakash’, after the Sanskrit word for

‘light’, symbolizing the infusion of light in the lives of
children following treatment for congenital blindness and
also the illumination of several fundamental questions in
neuroscience regarding brain plasticity and learning.
The potential impact of this work extends beyond pure

science, into the domain of pediatric eye-care. Significant
advances have been made in surgical procedures to treat
many cases of childhood blindness, such as those due to
congenital cataracts or corneal opacities. However, merely
treating the eyes is not sufficient for ensuring restoration of
normal visual function. An equally important requirement
for sight recovery is that a child’s brain be able to correctly
process the visual information, after having been deprived
of it for several years. Based on past animal studies of the
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Fig. 1. Views of SB’s (top) and KK’s eyes at the time our studies were

conducted. Both have recovered functional vision in their right eyes.

However, SB has significant strabismus in his left eye while KK continues

to have a dense cataract in her left eye.
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consequences of visual deprivation on subsequent function
[2,17,19,24,39,41], we can expect that the treated children
will exhibit visual deficits relative to normally developing
children. However, we know very little about what the
nature of these deficits will be, and Project Prakash is a step
towards acquiring this information. Determining which
skills the children are impaired at is crucial for creating
effective rehabilitation schemes that would allow the
children to be integrated into mainstream society and lead
a normal active life. It is important to emphasize that
although the patient population for this study is drawn
from India, the results are relevant to child health in
general. Furthermore, the spotlight this project is bringing
to bear upon the problem of treatable childhood blindness
is likely to strengthen outreach programs not just in India
but globally.

Within the broad context of Project Prakash’s motiva-
tions and goals, we have conducted several specific studies
of object perception. Here, we report an investigation of
face-classification skills following recovery from blindness.

3. A specific study from Project Prakash: face classification

following long-term visual deprivation

Past work has suggested that early visual deprivation
profoundly impairs object and face recognition
[9,12,31,36]. Even relatively short periods of deprivation,
ranging from the first 2 to 6 months of life, have been
shown to have significant detrimental consequences on
face-recognition abilities [23]. However, we currently lack
experimental data that address the more basic issue of the
influence of early visual deprivation on face versus non-
face discrimination (hereinafter also referred to as ‘face
classification’), i.e., can face classification skills be learned
later in life? Results from infant studies of face perception
are not too helpful in formulating a hypothesis in this
context. While it is generally accepted that visual experi-
ence during the first 2–3 months of life is sufficient for the
babies to exhibit a reliable preference for face-like patterns
[11,20,25,28,29], it is not known whether similar learning
processes continue to be available later in life. It is possible
that long-term visual deprivation might permanently
impair an individual’s face-classification skills.

In order to investigate face/non-face classification skills
following extended visual deprivation, we studied two
children, SB and KK, who had both recovered sight after
several years of congenital blindness. SB is a 10-year-old
boy who was born with dense bilateral cataracts. Prior to
treatment, he showed no awareness of people’s presence via
visual cues and could orient to them only on the basis of
auditory cues. The cataracts severely compromised his pre-
operative pattern vision. He was unable to discern fingers
held up against a bright background beyond a distance of
6 in. By comparison, subjects with normal acuity can
perform this task at 60 ft and even an individual with 20/
400 acuity, who would be classified as legally blind
according to WHO guidelines, would be able to do this
task at approximately 36 in. It is an indicator of the poor
state of awareness in rural India regarding childhood
blindness, that when SB was brought in to a hospital, it was
not to treat his eyes, but rather a leg injury he had suffered
after tripping on an obstacle. After having been blind for
10 years, SB underwent cataract surgery in both eyes (the
two procedures were conducted a month apart). The
opacified lenses were replaced with synthetic intra-ocular
lenses (IOLs). Post-operative acuity in SB’s eyes was
determined to be 20/120, significantly below normal, but
a great improvement over his original condition. SB’s left
eye currently exhibits significant strabismus.
KK is an 11-year-old girl, also born with dense bilateral

cataracts. Visual deprivation appears to have been severe
right from birth since the pupils were seen to be white (due
to opacified lenses) even while she was an infant and KK
did not exhibit any visually guided responses. Furthermore,
the nystagmus that KK currently exhibits also suggests
severe visual deprivation during infancy [14,43]. In tracing
KK’s family history, we found that her father had also
been born with congenital cataracts. Thus, KK’s blindness
at birth was considered ‘destined’ (a blind father being
expected to have a blind daughter) and no effort was made
by her family to seek medical attention. It was only when
KK was 7 years old that she happened to be examined by
an ophthalmologist visiting her village as part of an
outreach program. She was treated shortly thereafter and
the opaque lens in her right eye was replaced with an IOL.
Current visual acuity in this eye is approximately 20/120.
Her left eye is still untreated and provides no useful vision.
With their guardians’ permission, we conducted simple

experiments to study SB and KK’s face/non-face classifica-
tion performance. The experiments were conducted 6
weeks post-(first) surgery for SB and 4 years post-surgery
for KK. Fig. 1 shows SB and KK’s eyes at the time of the
study. SB’s strabismus (squint) and KK’s dense cataract in
the left eye are evident in the images.
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Fig. 2. The kinds of stimuli we used in our experiments (rows are labeled

a–f top to bottom): (a) images of upright faces, (b) non-face distracters, (c)

scenes with front-facing people, (d) blurred upright faces, (e) inverted

faces, and (f) isolated face parts.
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The first set of studies involved discriminating between
face and non-face patterns and locating faces in complex
scenes. We also assessed the performance of two age- and
gender-matched controls with normal vision. Our stimulus
set for the ‘face/non-face discrimination’ task comprised
monochrome face images of both genders under different
lighting conditions and non-face patterns. The non-face
distracters included patterns selected from natural images
that had similar power spectra as the face patterns and also
false alarms from a well-known computational face-
detection program developed at the Carnegie Mellon
University by Rowley et al. [30]. Sample face and non-
face images used in our experiments are shown in Fig. 2a
and b, respectively. All of the face images were frontal and
showed the face from the middle of the forehead to just
below the mouth. Face and non-face patterns were
randomly interleaved and, in a ‘yes–no’ paradigm, the
subject was asked to classify them as such. Presentations
were self-timed and the images stayed up until the subject
had responded verbally. No feedback was provided during
the experimental session. The patterns subtended 101 of
visual angle, horizontally and vertically.

For the ‘face-localization’ task, we used natural scenes,
containing one, two or three people (a few sample stimuli
are shown in Fig. 2c). Face sizes ranged from 21 to 41 of
visual angle. The subjects’ task was to indicate the
locations of all faces in a scene by touching the display
screen with the index-finger. The response was recorded as
a ‘hit’ if the first touch was within a face boundary.
Incorrect locations were recorded as ‘false-alarms’. Both
the number and correctness of responses to each scene were
recorded.

As the top row of Fig. 3 shows, SB and KK exhibited a
high hit-rate and a low false-alarm rate on the face/non-
face discrimination task, achieving performance similar to
that of the age-matched controls. On the face localization
task as well, the two groups were comparable. However,
SB and KK’s face localization performance on gray-scale
scenes was completely compromised; they reported seeing
no faces at all anywhere in the images (these data are not
shown graphically in Fig. 3, since they can be summarized
adequately in words: the controls exhibited a 100%
detection rate while SB and KK were at 0% in gray-scale
images), pointing to the great significance of color
information. These data suggest that the ability to
discriminate between faces and non-faces and also to
localize faces in complex scenes can develop despite
prolonged visual deprivation. Furthermore, the fact that
SB exhibited this performance within 6 weeks of treatment
suggests that the development of face-classification abilities
does not require exceedingly long periods of visual
experience after sight onset.

These results bring up the important issue of the nature
of information used by SB and KK for accomplishing face-
classification tasks. Past work [23] suggests that individuals
with a history of deprivation are impaired at processing
faces configurally and instead analyze them in terms of
isolated features such as the eyes, nose and mouth, at least
when asked to individuate faces. A similar issue exists for
face detection. We attempted to determine whether SB and
KK’s face classification abilities were based on the use of
such a piecemeal strategy wherein the presence of a face
was indicated by the presence of specific parts. To this end,
we performed an additional set of experiments that
specifically investigated the use of holistic versus featural
information. These experiments used images that were
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Fig. 3. Results from SB, KK and two age-matched controls on various face-perception tasks. All values are percentages. For ‘High-res faces’, the bars

represent percent correct performance (what proportion of faces are classified as faces). For ‘High-res non-faces’, the bars represent false-alarm rate (what

proportion of non-faces are classified as faces). For ‘scenes (hits)’, the bars represent the proportion of faces correctly localized. For ‘scenes (FAs)’, the

bars represent the false-alarms as a proportion of the total number of faces in the set. The meanings of the bars for ‘Low-res faces’ and ‘Low-res non-faces’

are identical to those for ‘High-res faces’ and ‘High-res non-faces’, respectively. For ‘Inverted faces’, the bars represent percent correct performance (what

proportion of the inverted faces are classified as faces). For ‘Face-parts’, the bars represent percent correct naming performance (what proportion of the

face-parts are correctly recognized).
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transformed to differentially affect featural versus config-
ural analysis.

We created three stimulus sets, each containing 20 items.
The first comprised low-pass filtered face and non-face
patterns. The low resolution of these images obliterated
featural details while preserving the overall facial config-
uration. The second comprised vertically inverted faces.
Vertical inversion is believed to compromise configural
processing while leaving featural analysis largely unaffected
[6]. There were no separate distractor patterns for the
inverted face set. Since all of the stimuli were presented in
random order, non-faces from the low-resolution and high-
resolution sets were also interspersed with the vertically
inverted faces. The third set comprised images of individual
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features (eye, nose and mouth). These feature images were
enlarged so that low-level acuity issues would not confound
the recognition results. Sample stimuli from each of these
sets are shown in Fig. 2d–f. The first two sets were used in a
face/non-face discrimination task, while for the third, the
subjects’ task was to verbally name what the image
depicted. The children were not pre-informed that they
would be seeing face features. A feature-based strategy
would predict that performance would be poor with the
first set (low-resolution images devoid of featural details),
and comparable to controls for the second and third sets.

The results are summarized in the lower row of Fig. 3.
We found that SB and KK performed as well as the age-
matched controls on the low-resolution face classification
task. However, their performance was significantly poorer
with inverted faces and isolated features. Notice that the
controls do not exhibit impaired performance with inverted
faces. This lack of an ‘inversion effect’ is not surprising,
since the task here is not identification, but simply face/
non-face classification. SB and KK’s poor performance on
the isolated feature set is unlikely to be due to extraneous
factors such as an inability to understand the instructions
or a lack of labels. The naming task included other non-
face objects as well, and SB and KK performed well on
naming them. Thus, they demonstrated that they under-
stood what the task entailed. Furthermore, SB and KK did
possess the labels ‘eyes’, ‘nose’ and ‘mouth’, and could
point to these features on their own faces and could also
appropriately label the blobs on full-faces. However, when
the features were presented alone, the children could not
recognize what they were. Thus, SB and KK showed an
ability to label the parts of a face based on the overall
configuration of the face pattern, rather than via their
individual details. This pattern of results strongly suggests
the use of holistic information by SB and KK. Details of
individual face parts appear to be neither necessary nor
sufficient for classifying a pattern as a face.

Taken together, our experimental results suggest that
children can rapidly develop face classification abilities
even after prolonged visual deprivation, lasting for several
years after birth. Furthermore, the face concept used for
classification appears to encode holistic information rather
than piecemeal featural details. This particular encoding
strategy may well be a consequence of the relatively poor
acuity the children possess following treatment for
prolonged blindness. Acuity limitations reduce access to
fine featural details and may, thereby, induce the use of
holistic face information available in low-resolution
images. In drawing inferences from these data, two caveats
deserve note. First, our data show only accuracy, not
reaction times. We cannot, therefore, say that the equality
of performance between the experimental and control
groups in terms of accuracy is a definitive indicator of the
normalcy of the former. It is possible that reaction-time
data might reveal systematic differences between the two
groups. Second, our results derive from only two experi-
mental subjects. This brings up obvious issues of general-
izability. However, in our more recent work, we have
found a similar pattern of results with other individuals
who have recovered sight following extended congenital
blindness. Two of the most interesting cases, to be
described in detail in a separate paper, comprise a woman
who gained sight at the age of 10 years after surgery for
corneal opacity, and another who was treated for bilateral
cataracts at the age of 12 years. We worked with these
individuals more than 15 years after their surgeries, and
found that their face perception skills were well developed,
and that the cues they appeared to rely on were similar to
those that SB and KK used. This gives us confidence that
the results from SB and KK are not idiosyncratic.
These findings are also interesting in that they may guide

the development of computational models of human face-
detection skills. Most current models implicitly assume that
faces are encoded in terms of their parts [16,22,35]. Face
concept learning in these models proceeds by first acquiring
facial parts which are then, optionally, combined into a
larger representation. This emphasis on the use of face-
parts as pre-requisites for face classification is not reflected
in our experimental results. A model that proceeded by
developing a holistic face representation without need for
featural details, which may be added later as higher acuity
information becomes available, would be more congruent
with these experimental data.
One way of reconciling our results with past reports of

piece-meal processing is by assuming that visual depriva-
tion does not compromise the encoding of overall facial
configuration per se, but rather, the ability to discern
differences between variants of the basic configuration.
This has the consequence of increasing reliance on featural
differences for distinguishing one face from another, a
characteristic of piecemeal processing. It is worth pointing
out that the distinction between configural and piece-meal
processing that has been considered in the literature thus
far has focused on the task of face individuation. Our task
here is different in that it requires classifying patterns as
members of the ‘face’ category. Thus, there is no obvious
conflict between the results we have reported here and
those presented in earlier papers such as [23]. A more
accurate characterization of our results is that SB and KK
tend to use ‘first-order’ configural information for the face-
detection task. We do not know whether they possess
sensitivity for ‘second-order’ configural relationships, but
based on earlier studies [23], we would expect that they
probably do not.
In considering whether these results have any bearing on

the development of face perception skills in normal infants,
it needs to be remembered that children like SB and KK
differ in many ways from neonates. Unlike the newborn,
SB and KK have had extensive experience of the
environment through sensory modalities other than vision.
This experience has likely led to the creation of internal
representations that may well interact with the acquisition
of visual face concepts. Furthermore, the deprivation may
have led to structural changes in neural organization. For
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instance, projections from other senses may have claimed
sections of the cortex that, in normal brains, would be
devoted to visual processing [32,39]. Thus, a priori, we
cannot assume that the developmental courses of face
perception in a 10-year old recovering from blindness will
have much similarity to that in the newborn. However,
some interesting parallels deserve further scrutiny. Primary
among these is the quality of initial visual input. Both these
populations typically commence their visual experience
with poor acuity. The compromised images that result may
constrain the possible concept learning and encoding
strategies in similar ways. Thus, there exists the possibility
that normal infants, and children treated for blindness at
an advanced age, may develop similar schemes as a
consequence of the similarity in their visual experience.
However, the validity of this conjecture needs to be tested
via further experimentation.

As we shift our focus towards the modeling of object
learning, five aspects of the aforementioned experimental
results stand out as useful constraints on the design of the
computational system:
1.
 In the natural setting, the faces can appear at any of a
large number of positions. Typically, there is not an
explicit pointer provided by a ‘teacher’ as to the exact
location where the face was, in any given image.
However, SB and KK were able to acquire the face
concept despite these complexities. While we do not
know precisely which cues they used to acquire the face
concept, we can make a general inference that object
learning can proceed with weakly labeled inputs.
2.
 Color appears to be an important orienting cue during
the early development of visual recognition skills. SB
and KK performed very well on the task of face location
with colored images, but were at chance with gray-scale
ones.
3.
 Detailed featural information appears to be less
important than overall object configuration. SB and
KK were able to classify faces even when the images
were degraded, leading to the individual features being
reduced to indistinct blobs.
4.
 The internal representation is limited in terms of the in-
plane rotation it can tolerate. Vertical inversion of the
face images greatly compromised SB’s and KK’s face
classification performance.
5.
 Object discovery can be accomplished with limited
training instances. SB’s excellent face classification
performance, just a few weeks after sight acquisition,
while not a definitive proof of this conjecture, is
suggestive of its validity.

In the following sections, we describe a simple computa-
tional model that is guided by these observations. The
specific details, such as the choice of algorithms used,
cannot lay claim to being biologically accurate (we simply
do not have enough information about the biological
processes to make that claim), but the overall constraints
on their input–output mappings respect the findings we
have reported above.

4. Computational modeling of object discovery

In this section, we propose a computational model for
the process by which humans might build a set of general
object concepts (e.g. ‘‘car’’ or ‘‘dog’’), from a collection of
visual stimuli. Typical computational schemes for concept
learning require that the learning system be provided with a
training set of images showing the target object(s) isolated
and normalized in location and scale [5,15,16,27]. But,
while such a ‘‘pre-processed’’ training set simplifies the
problem, it also renders the approaches unrealistic and
circular from a developmental standpoint, because in order
to normalize an image, one needs already to possess the
object concept. Recently, several unsupervised and mixed
supervised/unsupervised attempts have been made that
partially avoid the inherent inconsistencies between super-
vised machine learning and behavioral learning in humans.
Both Weber et al. [40] and Agarwal and Roth [1] built
parts-based representations for several categories of real-
world objects. The latter automatically identify visual
objects in a scene and extract descriptive features in order
to build a classifier from a set of labeled images. Weber et
al. take an entirely unsupervised approach, and build
generative representations for object parts, the parameters
of which are learned via the expectation-maximization
algorithm. Fei-Fei et al. [8] also take a Bayesian approach
to unsupervised learning of visual object categories,
whereby ‘‘generic’’ knowledge from previously discovered
models is brought to bear on novel categories. By setting
prior class probability distributions on the basis of
previous experience, the authors are able to model
additional categories using only a handful of examples.
While the system we present does not attempt to model
more than one category simultaneously, previous experi-
ence does play an important role in guiding later object
detection processes.
Our model for visual object concept learning is

motivated largely by the experimental findings presented
above, in addition to studies of object perception in infancy
[33]. In particular, the model is designed to work with non-
normalized training data: given a set of images, each of
which contains an object instance embedded in a complex
scene, the system attempts to automatically discover the
dominant object concept. We employ an unsupervised
learning strategy at the outset to formulate hypotheses over
the set of possible concepts. At this stage, the processing is,
of necessity, bottom-up. The only means of complexity
reduction are low-level image saliencies and a priori
regularity within an object class. As visual experience
accumulates, however, the object concept undergoes
concurrent refinement, allowing the model to utilize a
top-down strategy in an effort to reduce search complexity
in subsequent images. Such a mixture of bottom-up and
top-down strategies represents a plausible computational
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analog to the gradual use of prototypes in object
recognition as observed experimentally in humans.

The optimal point at which an artificial system ought to
begin applying prototype knowledge is typically problem-
specific, and there has been little prior research to establish
either empirically proven heuristics, or any sort of
precedent based on biological processes occurring in
humans. It is therefore an additional goal of this research
to consider cases where object concepts are to be learned
under conditions simulating visual impairment, and to
ultimately discern how and where image resolution directs
the application of prototypes to unseen images so as to
increase the probability of concept discovery. We begin, in
the following section, with a description of the computa-
tional system, from feature extraction to object identifica-
tion. We then present some experimental results given both
full-resolution and low-resolution (low-pass filtered) image
sets in Section 6, and lastly in Section 7 offer a discussion
of the results and their significance within the context of the
experimental findings presented in the first half of this
paper.

5. System design

We first present a bird’s eye-view of the overall system,
before describing the individual modules in greater detail.
The first step is to create an initial training dataset. Next,
each image is processed so as to identify the most salient
sub-regions. A large number of such regions are extracted
from the training images, and encoded via a low-dimen-
sional representation. These patches are then clustered
using a hierarchical algorithm, thereby grouping extracted
Fig. 4. The set of training images is generated by embedding examples of the co

scenes (interiors). Neither backgrounds nor faces are reused in the generation
regions by theme in the expectation that one of them will
provide an initial implicit representation of the concept. If
necessary, further clustering or merging iterations are
performed in conjunction with additional unseen datasets
to successively refine the concept representation. It should
be noted that the success of the system does not depend on
the specific choices of algorithms we have made, and we
have chosen where possible the most ‘‘vanilla’’ techniques
that can accomplish the desired processing.
The overall structure of our approach is similar in spirit

to those of Weber et al. [40] and Agarwal and Roth [1].
This is perhaps inevitable since the task of unsuper-
vised learning must of necessity have a clustering ope-
ration at its core. However, there are some important
differences that deserve note. First, instead of using the
Foerstner interest operator [10], we have attempted to
design the front end of our model to be consistent with
biologically motivated schemes for saliency estimation.
Second, our representation of image structure uses
attributes that are plausibly computable by neural hard-
ware. Third, we propose a novel scheme for the iterative
refinement of object concepts, which allows the model to
keep improving its representation with increasing experi-
ence. We now provide details for each of the steps in our
model. With an eye towards making our work accessible to
an interdisciplinary audience, we have minimized the use of
equations and technical derivations. We have also
attempted to draw all of the specific techniques we have
used in this work from the standard collection of tools
in computational statistics. Details regarding these techni-
ques are readily available in several textbooks (see for
instance [42]).
ncept to be learned (cropped faces) at random locations within background

process.
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5.1. Image processing for training dataset generation

We generated a dataset by embedding concept examples
(faces) of fixed size within background scenes (interiors) at
random locations (Fig. 4). Individual faces and back-
grounds were not repeated in the training set to prevent
unnatural cluster biases from arising. Face images were
derived from the USF database [3] and backgrounds were
obtained from several different commercially available
image collections. All images were in color and there were
no constraints on the complexity of the backgrounds.
While the face concept examples were fixed in size, we did
not attempt to normalize the relative scale of the back-
ground images, and a substantial variation in the relative
size of face features versus background features was
maintained. Furthermore, faces occupied less than 5% of
the total area in any given training image. Thus, the
overwhelming majority of visual attributes in the training
set were irrelevant to the desired face concept. Finally, the
training set included background-only images (different
from the backgrounds upon which the faces had been
superimposed). We will return to the role of these images
below. The size of the faces was chosen so as to mimic the
information available to a limited acuity system (approx-
imating 20/100, similar to SB and KK) when a real face is
about 5 ft from the eye. In a typical household where the
Fig. 5. Each training image is transformed (from left to right, panel 1) and

prominent of which are identified and chosen according to spatial clustering

determine the location in the original (un-processed) image from which we ex
size of a room is about 10 ft square, the average distance of
interaction between two people is approximately 5 ft.
Having separate sources for the faces and backgrounds
facilitated our computational tests by allowing us to
generate arbitrarily many training/test images. The natural
(non-composited) images of humans we had access to had a
limited range of background complexity. By including
complex scenes as backgrounds, and placing no restrictions
on where the faces could appear, we were better able to test
our model by ensuring that faces would fall within the
vicinity of a wide range of different background objects
and textures. Without playing down the significance of
working with a non-composited image set, we believe that
the database generation strategy we have employed serves
as a good initial way to test our object discovery approach.

5.2. Image processing for saliency-based image sampling

Following work by Itti et al. [18], and motivated by the
receptive field structures of cells in the initial sections of the
mammalian visual pathway, salient regions within the
training images were identified utilizing center-surround
operations (Fig. 5). Color and intensity information was
accumulated across the levels of a dyadic Gaussian image
pyramid as pixel-wise differences between fine (center)
and coarse (surround) scales. The image pyramid was
thresholded (panel 2) to produce a ‘‘map’’ of salient locations, the most

of the map’s image pixels (panel 3). The locations of the top few clusters

tract patches of fixed size (panel 4).
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constructed by recursively downsampling (by a factor of 2)
and low-pass filtering, starting at the highest-resolution
image. The resultant feature maps, encoding intensity and
double-opponent (red-green, blue-yellow) color responses,
were collapsed into a single normalized ‘‘saliency map.’’
The map in effect guides the selection of locations,
functioning as a biologically motivated model for early
visual attention. An image’s saliency map was then
thresholded so as to identify only the most salient of
locations and facilitate later patch extraction. In this
system, the threshold was chosen dynamically at each
image such that the top 10–30% most salient pixels were
retained.

Following thresholding, salient pixels were clustered in
space with a simple hard-membership algorithm, in this
case K-means. We have chosen K ¼ 8 (the choice is
arbitrary, and the results do not change significantly for
other values of K), and additionally seed the K-means
algorithm with the results of a preliminary divisive
clustering pass in order to stabilize and improve results.
It is possible that a more elaborate clustering scheme such
as IsoData could be used to tailor the number of extracted
patches to each individual stimulus, as a way to reduce the
number of non-concept patches extracted at each image.
However, in the interest of simplicity and to reduce the
amount of (possibly data-dependent) parameter tuning
necessary, we have chosen to use a generic K-means
implementation with a static number of centers. Square
patches centered at each of the (K) converged means were
then extracted and saved into a master database of
potential concept examples. Patch size was set so as to
mimic information gathering within a 101 window, assum-
ing an acuity of 20/100 (which approximates the acuity of
SB and KK). The heuristic underlying this choice is that
acuity falls to 30% at 51 on either side of the fovea, and
drops off even more substantially beyond this. This makes
it difficult to acquire image information in a single fixation
if the patch size is any larger than 101. We could, in
principle, have chosen a much smaller patch size, but given
that the model at the outset has no information about the
size of the object, it is expected to learn, it is less
presumptive to adopt a size limited only by acuity
considerations. These are admittedly heuristic choices,
and a more principled method of selecting a patch size
(or possibly several sizes) would be an interesting avenue
for further study. For the present discussion, we shall
commit to the heuristic described here. Overall then, the
purpose of this stage in the system is to automatically
identify and extract the top K most salient regions in the
image.

5.3. Feature extraction and dimensionality reduction

Given a dataset of image fragments gathered as
described above, feature extraction and a reduction in
dimensionality is necessary not only for storage efficiency,
but also to obtain some degree of robustness against image
variations. While recent machine learning work has
suggested that dimensionality enhancements might also
be useful for facilitating classification [7,37], we adopt the
more conventional approach of employing dimensionality
reduction as a way to gain limited tolerance to variations in
image appearance. The use of higher-dimensional repre-
sentations is a topic we set aside for future investigations.
We therefore computed principal components by pro-

jecting each patch in the dataset onto the space spanned by
the eigenvectors corresponding to the N largest eigenvalues
of the feature-wise covariance matrix of the dataset. The
principal components thus describe as much of the
variance in the dataset as possible. Selecting only the
‘‘dominant’’ components provides a reduced representa-
tion that captures only large variations in the dataset.
Additional features summarizing frequency information
were calculated by taking the 2D Discrete Cosine Trans-
form (DCT) of the 2D Fourier magnitude [34]. The
magnitude of the discrete Fourier transform is shift-
invariant and reveals periodic textures in an image while
the DCT combines related frequencies into a single value
and conveniently focuses energy into the top-left corner of
the resulting image. After transforming the original patch,
a triangle from the top-left corners of each (RGB) color
plane was normalized and combined with the principal
components information to form the final feature vector.
We chose to reduce 40� 40� 3 sized color image patches
to 188 features: 80 of them principal components and the
remainder DCT/DFT triangles. For trials involving low-
resolution datasets (1/8th and 1/16th of full resolution), the
number of distinct pixels falls below 188 and the feature
extraction step is eliminated completely. In this case, the
raw patch pixel values by themselves are used for further
computations since the dimensionality is already low, and
minor high-frequency variations in the image are elimi-
nated a priori during reduction to the lower resolutions.
For resolutions higher than 1/8th of full resolution, the

‘‘patches’’ are now represented by features from the
corresponding low-dimensional representation described
above, but we will continue with our original terminology
and refer to these feature vectors as simply ‘‘patches’’, even
though they are not, strictly speaking, raw image pixels.

5.4. Patch labeling

At this stage of the system, we have on our hands two
separate collections of patches: those that were extracted
from images containing an embedded concept instance,
and those that were drawn from background scenes devoid
of concept instances. We will call the former collection
‘‘concept patches’’ and the latter ‘‘non-concept patches’’,
but it is important to bear in mind that the ‘‘concept
patches’’ may or may not actually include the desired
concept—the distinction is that the concept patches might

include the concept while the ‘‘non-concept’’ patches will,
by definition, not have the concept. The backgrounds used
to generate non-concept patches are different from those
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used to generate concept-containing images, but represent
similar themes (here, more interiors). Regions from these
background-only images are selected, extracted, and
processed in the same manner as those coming from
images which do contain an embedded concept example.

Finally, we assign a binary label to the patches as a
means by which to remember the original source. We chose
the following convention: if a patch’s label reads +1, then
it is a ‘‘concept patch’’ and, by definition, came from a
concept-containing image. Conversely, if the label is �1
then this tells us that the patch did not come from an image
that contained the concept, and thus will not contain the
desired concept. This weak labeling only provides informa-
tion about whether or not a patch is possibly a concept
example, and cannot be used to identify which patches
contain the concept. In this sense, the labels can be
interpreted as additional sensory cues which might be used
to assist in the development of an object concept. For
instance, in an infant’s world, the presence of auditory
speech cues could serve as an implicit label that differ-
entiates between face and non-face images. In such
situations, intermodal cues provide a reliable hint that
the concept is present in the visual field. They do not,
however, identify which concept among others is impor-
tant, where the concept is in space, nor whether the concept
is occluded or in some way transformed from any previous
notion of the concept the infant may or may not already
possess. We also do not require that the infant (or our
system) learn a direct mapping between labels or additional
cues and the visual concept. The auditory cues we wish to
compare to the system’s labels need only reveal that a face
is present and we do not assume that the cue is, for
instance, a veridical label such as ‘‘father’’.

The precise role of labels in the system will be described
below.

5.5. Patch merging and hierarchical clustering

In order to ultimately separate concept-containing
patches from the others, we wish to determine which ones
Fig. 6. Patches are labeled according to whether they were extracted from an im

(label ¼ 0). The labeled patches are then merged together and jointly clustered

were originally taken from concept-containing images. The cluster scoring hig
ought to be grouped together using some notion of distance
between patches or groups of patches. Given our two
collections of patches, we combine all ‘‘concept patches’’
with ‘‘non-concept’’ patches into a single dataset, while
retaining the labels as previously assigned. The back-
ground-only patches and potential concept patches are
then clustered jointly using a hierarchical agglomerative
algorithm designed to form successively larger groups of
similar patches by agglomerating groups or individual
patches together according to distance. This technique is
completely unsupervised, and label information is not used.
The inter-cluster distance metric we have chosen computes
the average intra-component variance for each cluster pair,
tentatively combined. The pair of clusters yielding the
minimum combined variance, taken over all possible pairs,
is thus merged into one and the iteration repeats until the
desired number of clusters has been reached. Typically, the
final cluster count is selected so that merging of large,
substantially different clusters does not occur, and can be
chosen heuristically based on the number of data points to
be clustered. This overall approach gives results similar to
that of Ward’s method [21,38], which also evaluates cluster
variance, and empirically outperforms other popular
linkage methods (single, complete, group-average) for this
particular clustering problem. For the experiments pre-
sented below, we used 130 composited training images and
40 background-only images. From each of these 170
images, we extracted 8 patches giving a dataset of 1360
patches in total. We found that 100 final clusters was an
appropriate balance between cluster size and patch
homogeneity: hierarchical clustering was thus applied for
1260 iterations until only 100 clusters remained as desired.
For a given collection of patches extracted from concept-

containing images, only an eighth or fewer may actually
contain a concept example: most patches come from
interesting but irrelevant background edges and color
shifts. Hierarchical clustering, dutifully performing the task
of identifying common patterns, will usually uncover both
the concept theme as well as other peripheral themes,
leaving one with a number of concept possibilities (Fig. 6).
age with a concept example (label ¼ 1), or from a background-only image

. Each resulting cluster is scored by computing the fraction of patches that

hest gives rise to a template set representation of the concept.
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How then, is the system to know whether the concept we
are interested in is ‘‘chair’’ or ‘‘face’’ if both are found in
large numbers across the set of training images? It is here
that labeling comes in as the crucial means by which the
concept cluster can be distinguished among other contend-
ing themes.

5.6. Scoring and selection

After applying the hierarchical clustering algorithm to
the dataset of combined ‘‘concept’’ and ‘‘non-concept’’
patches, we are left with approximately N clusters of
varying size (where N was chosen to be 100 given our
dataset size and choice of K above). In order to determine
which of these clusters best represents the desired concept,
each of the N clusters is scored according to the fraction of
its members (patches) previously labeled as originating
from concept-containing images.

If enough negatively labeled (background only) patches
are clustered alongside ‘‘concept’’ patches, non-concept
themes arising due to background commonalities are
generally sufficiently diverse in origin (extracted from
concept-containing versus4 background-only images) so
that no theme present in only the backgrounds used to
form concept-containing images can be misinterpreted as
the desired concept. If a spurious concept (e.g. windows,
wood textures, or swathes of sky) is present in the scenes
used to form the original concept-containing dataset, then
the unseen backgrounds will hopefully also contain those
themes and a mixture will form during the joint hierarch-
ical clustering. The concept is then left as the only theme
which could possibly have arisen from the set of concept-
containing images alone.

The scores assigned to each of the clusters, in effect,
denote the probability that a given cluster represents the
concept. With such scores, we can then rank-order the
clusters and identify one or more of them as candidate
representations of the desired object concept.

5.7. Concept discovery

In the final stage of the system, we simply select the
highest scoring cluster as determined in the previous step,
and discard patches labeled as having come from back-
ground-only images, leaving behind a set of patches rich in
the concept. If the ratio of concept to non-concept patches
in this final set is high, the collection can be interpreted as a
preliminary disjunctive ‘‘template’’ for the concept. This
template can then be immediately applied to further unseen
data. Additional (test) images might be processed using the
template set in place of another hierarchical clustering
stage, yielding a search significantly reduced in complexity:
if a test patch of unknown identity is sufficiently ‘‘close’’ to
the template, then we simply declare it to be representative
of the concept. We need not collect another dataset of
experience or determine a second hierarchy of patch
clusters. Several reasonable choices for determining proxi-
mity to the template set exist, including distance to the
mean of the set, or a distance equal to the minimum of the
distances between the test patch and each member of the
template set. A variance-scaled distance ought to work well
in theory; however, the number of examples comprising a
template set is typically not great enough to compute
accurate covariance estimates for a Mahalanobis-based
distance criterion—even with harsh constraints imposed.
Empirically, both the minimum distance and mean-
template metrics have been found to work comparably
well.

5.8. Template evolution

Each concept representation can be combined with
further unseen data to iteratively generate improved
concept representations via a feedback mechanism. Given
a distance metric and an initial template patch collection, a
small set of unseen images is processed in order to
determine how well the preliminary concept prototype is
able to guide searches for the concept. Even if the initial
template set does not appear to be mostly homogeneous in
the concept, a subset of patches can still be selected from
test images using the template guidance method described
above. Although the resulting collection will include many
spurious patches due to erroneous members in the template
set, it will typically have a much improved ratio of concept
to non-concept patches compared to the test set. The
original template set, augmented with a collection of
patches selected from the set of test images, can be
clustered a second time yielding a second, more homo-
geneous template collection. If the original template set
contained N members, then we select from the results of the
second clustering pass the N closest members to the highest
scoring cluster’s mean to arrive at our second version of the
template set. The feedback process then repeats, refining
the template set until the concept is suitably represented.
The presence of spurious members in the starting template
set is an inevitable consequence of the weakly labeled
training set. The system at the outset does not know what
attributes of a given image lead to its inclusion in the
‘positive’ set. Any attribute that is sufficiently correlated
with the label is, as far as the model is concerned, a valid
member of the template set. It is only with an accumulation
of instances, as with the iterative feedback mechanism
described above, that the spurious members get weeded
out.

6. Model performance

6.1. Results with high-resolution datasets

The dataset of full resolution images is composed of 130
color scene/concept composites, using backgrounds of
average size 175� 200� 3 pixels and concept examples of
constant size 25� 25� 3 pixels. Performance at full
resolution, using patches of fixed size 40� 40� 3 pixels,
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shows that object concepts are discovered quickly and
accurately after a single hierarchical clustering iteration
(Fig. 7). The implicit template set can be used to effectively
guide the search for concept patches in an unseen test set,
as shown in the figure. Refinement of the template set using
the first collection of processed test patches shows only
slight improvement, indicating that template sets generated
after clustering are already fairly close to being homo-
geneous in the concept. Further iterative refinement is
largely unnecessary here.

It is possible that if the original dataset had ultra high
resolution, the generalization performance of our system
might not have been as good as what we have obtained
with the current set. In other words, there is likely to be an
‘optimal’ resolution, intermediate between the very high
(which is not conducive to generalization) and the very low
(which simply does not provide enough information for
reliable discrimination). However, the resolution of the
dataset we have used here does not allow us to
comprehensively explore this issue.
6.2. Concept learning with impaired vision

Impaired vision, in the form of a loss of information due
to severe blurring, is simulated as a reduction in image
resolution followed by upsampling to the original size. Our
choice of resolution reduction as a method for incorporat-
ing visual impairment in the inputs is driven by our
Fig. 7. Given a full resolution dataset, the model provides accurate

concept discovery. (From left to right) The highest scoring cluster (panel

1) resulting from the agglomerative clustering process gives rise to the first

template set representation of the concept (panel 2). The template is used

to guide the search for concept patches in an unseen set of test images

(panel 3). Finally, patches extracted from the test set of images are used to

produce a second, refined, template set (panel 4).
experimental observations. We find that the primary
impairment children in Project Prakash exhibit after
treatment is sub-par acuity. We do not yet have any
evidence regarding spatial specificities of these impairments
(different parts of the visual field being differentially
affected). We have, therefore, opted for a uniform
degradation in our simulations. Any other choice would
have entailed making additional assumptions without the
grounding of experimental data. To appropriately mimic
the visual consequences of resolution reduction, we use
interpolation for image upsampling, rather than a nearest-
neighbor-based approach. This reduces pixelation and
other artificial effects which might limit effective simulation
of vision abnormalities, and additionally prevents artificial
saliencies arising from the introduction of false edges.
At 1/8th resolution, with patches of size 5� 5� 3 pixels,

the discovery of an object concept is significantly more
difficult (Fig. 8). The highest scoring cluster becomes
infused with many patches bearing only slight similarity to
faces, but which nevertheless become close in a reduced
feature space. Template set performance reveals, however,
that some degree of guidance is still occurring: not all
ability to learn the concept has been lost at this resolution.
Comparing panels 2 and 4 in Fig. 8, it can also be seen that
further applications of the algorithm do not, in this case,
improve the concept representation. While the resolution at
which iterative refinement proves unhelpful naturally
Fig. 8. At one-eighth of full image resolution, the model can still provide a

representation of the concept that is useful for future guidance. As in the

full resolution case, the highest scoring cluster is used to construct a

template set representation of the concept, which is in turn used to guide

the search for concept objects in subsequent (unseen) images. Panel 3

shows that guidance is still occurring, with several face patches selected

among the hundreds of possible patches. Further refinement at this

resolution, however, is unhelpful, as panel 4 reveals.
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depends on the dataset and the target concept, for this
problem, 1/8th resolution marks the point at which optimal
performance is likely unachievable via additional itera-
tions. At 1/16th resolution, it was found that there is
essentially no apparent guidance, as the number of patch
pixels becomes reduced to 3� 3� 3 in total. At this size,
there does not appear to be enough information by which
patches might be separated in pixel space. Further
iterations also do not improve the template, indicating
that there is perhaps a minimum amount of knowledge one
must be able to extract during the initial clustering pass in
order to observe further template improvement.

It is worth noting that an infant’s (or a Project Prakash
participant’s) acuity of 20/100 translates to about 2 cycles
per degree of visual angle. A face at a distance of 2 ft
subtends about 151 of visual angle. Thus, a child with even
fairly compromised acuity gets as input a face image that
effectively has 60 pixels across its width. As our results
attest, our model can accomplish face concept learning very
well at this resolution. Even the acuity of a newborn, which
has been assessed to be approximately 20/400 is, from the
perspective of the model, adequate to perform well on the
face-detection task. This is especially true with the addition
of motion cues which we have not considered here. It is only
when resolution is brought down dramatically (to levels
well below what constitutes legal blindness), that concept
learning by our model is compromised.

Overall, the discovery of object concepts is remarkably
tolerant to all but the most extreme degradations referred
to above. At intermediate levels of resolution, the
recovered object concept comprises primarily face patterns,
just as is the case at the highest resolution. This suggests
that this model is able to mimic the robust ability of Project
Prakash participants to learn face concepts despite their
impaired acuity.

7. Discussion

We have provided an overview of some of our
experimental studies and computational modeling efforts
that have the goal of investigating object concept learning.
The experimental studies have some obvious limitations,
the most significant being the small number of test subjects.
Taken just by themselves, the experimental results included
here are suggestive rather than definitive. However, we
believe that there is reason to expect these findings to
generalize. The high consistency between results from SB
and KK, and also similar observations in ongoing studies
with other subjects in Project Prakash suggest that the
pattern of results reported here might hold more generally.

It is worth emphasizing that the current experimental
data are not extensive enough to suggest very specific
computational strategies for a modeling effort. However,
they do provide some broad constraints for a model’s
design, and simultaneously rule out certain classes of
models, such as those dependent critically on the use of
fine-grained luminance edge-information. They indicate the
potential importance of cues such as color, and the
sufficiency of low-resolution image information. The model
we have proposed cannot yet be said to faithfully reflect the
object learning strategies instantiated in the brain. But, in
providing one possible approach, the model allows us to
assess the plausibility of the general computational frame-
work it embodies. The particular algorithmic decisions we
have made in the model presented here (such as the use of
K-means clustering or principal components analysis) are
not driven by specific experimental results, but the overall
structure of the model is intended to be consistent with
empirical data.
Before considering the model’s features, let us examine a

few of its limitations. The training inputs it can handle at
present cannot be entirely unconstrained. While we have
placed no restrictions on the location of the target object or
the complexity of the background, we have sidestepped the
challenges of size, pose and orientation variability by fixing
these parameters. We have also not so far devised a
completely principled way of selecting patch sizes for the
initial analysis of inputs. Furthermore, our representation
strategy could be augmented with additional biologically
plausible image features/measurements to yield improved
clustering performance. However, despite these limitations,
we believe that this computational system suggests one
plausible model for object concept learning in infants and
individuals recovering from blindness. The model has
begun serving a useful purpose for demonstrating feasi-
bility of explanations regarding experimental data by
mimicking some aspects of human performance. We
explore some of these parallels next.
The model’s reliable performance at a resolution

approximating that of infants and Project Prakash
participants, implies that, at least in principle, concept
discovery is possible with significantly impaired acuity and
some sensory assistance to provide implicit labels, which
constitute a weak form of supervision. Future development
of the model presents the opportunity to provide concept
realization without labels of any sort, thus providing a
computational analog to object concept learning in hu-
mans given static scenes and zero additional sensory input.
Beginnings have already been made in this direction. For
instance, recent work by Fei-Fei et al. [8] has explored
concept discovery when supervisory input is eliminated
entirely.
It should be noted that of the cues available to both

children during early development [4,13] and the computa-
tional system, color information plays a significant role. In
infants, color contributes strongly to orientation and
segmentation of objects for eventual identification and
recognition, and this is especially true in the absence of
motion or other peripheral cues (as in static images).
Correspondingly, double-opponency color filters are an
integral part of the saliency computation we apply to the
dataset of images in the computational model.
It is also interesting to consider the congruence between

the computational model and the experimental results from
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human subjects participating in Project Prakash. As
described in Section 3, children suffering from varying
degrees of congenital blindness typically exhibit signifi-
cantly impaired visual acuity. Such acuity deficits are
neural in origin and cannot be corrected with refractive
aids. A child, therefore, has to acquire object concepts with
blurred images of the kind utilized in the preceding section.
In agreement with the computational experiments, we
found that even with these constraints on input quality, the
children participating in Project Prakash can develop face
classification abilities using concepts that appear to encode
holistic information rather than piecemeal featural details.
It is possible that this bias is in fact adaptive since it induces
the visual system to use information that is suited for the
task of face-recognition. The diffusive degradations ob-
literate part details to a greater extent than their overall
configuration. Analogously, the disjunctive face-concept
that the system discovers comprises whole faces, rather
than isolated parts. This is possibly because the detailed
structure of the parts is more variable than their overall
configuration. The holistic configuration, therefore, can
support the clustering steps of the model better than the
part details. It should be noted, however, that while the
system demonstrates the effectiveness of a holistic encod-
ing, it does not show for this particular problem that
holistic features arise naturally over parts-based represen-
tations. Therefore, with respect to the nature of the internal
object concept representation and the development of
concepts as a function of visual acuity, the computational
model provides one possible explanation for the observa-
tions collected from Prakash patients. It also shows that
acuity improvements beyond the thresholds of legal
blindness can enhance the feasibility of face-concept
learning. This has an interesting applied implication.
Despite the fact that for the majority of Project Prakash
cases refractive lenses cannot completely correct acuity
impairments, the computational simulations predict that
even a small increase in visual acuity can yield significant
improvements in face classification ability. Thus, in those
cases where even partial refractive correction is possible, we
might expect the benefits of such aids to be substantial
rather than marginal.

A fairly limited amount of training, a few weeks in
duration, appears sufficient to engender face concepts in
children. While it is difficult to quantitatively estimate the
number of face instances a child would have been exposed
to during this period, the result qualitatively suggests that
human face learning can proceed with a potentially limited
training set. The computational model too requires a small
training dataset (100–200 images), placing it within the
range of biological plausibility. It would be interesting to
compare these results with those from normally developing
infants using similar sets of stimuli.

Finally, there are some interesting parallels to consider
between visual development in children recovering from
congenital blindness, and normally developing infants.
Primary among these is the quality of initial visual input.
Both of these populations typically commence their visual
experience with poor acuity. The compromised images that
result may constrain the possible concept learning and
encoding strategies in similar ways. Thus, there exists the
possibility that normal infants, and children treated for
blindness at an advanced age, may develop similar schemes
as a consequence of the similarity in their visual experience.
Our model allows us to develop hypotheses about the
nature of internal representations as a function of the
nature of visual experience. It can, therefore, serve as a
valuable aid not just for modeling what is known about
high-level visual development, but also for designing novel
studies to be conducted with infants or the children
participating in Project Prakash.
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